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Abstract

The objective of this paper is to develop a vision-based terminal guidance system for sensorless missiles.
Specifically, monocular vision-based relative navigation and robust control methods are developed for a
sensorless missile to intercept a ground target maneuvering with unknown time-varying velocity. A mobile
wireless sensor and actor network is considered wherein a moving airborne monocular camera (e.g.,
attached to an aircraft) provides image measurements of the missile (actor) while another moving monocular
camera (e.g., attached to a small UAV) tracks a ground target. The challenge is to express the unknown
time-varying target position in the time-varying missile frame using image feedback from cameras moving
with unknown trajectories. In a novel relative navigation approach, assuming the knowledge of a single
geometric length on the missile, the time-varying target position is obtained by fusing the daisy-chained
image measurements of the missile and the target into a homography-based Euclidean reconstruction
method. The three-dimensional interception problem is posed in pursuit guidance, proportional navigation,
and the proposed hybrid guidance framework. Interestingly, it will be shown that by appropriately defining
the error system a single control structure can be maintained across all the above guidance methods. The
control problem is formulated in terms of target dynamics in a ‘virtual’ camera mounted on the missile,
which enables design of an adaptive nonlinear visual servo controller that compensates for the unknown
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time-varying missile–target relative velocity. Stability and zero-miss distance analysis of the proposed
controller is presented, and a high-fidelity numerical simulation verifies the performance of the guidance
laws.
& 2015 The Franklin Institute. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Homing guidance and remote control guidance are typically used in the control of a missile to
intercept a maneuvering target. Missiles employing homing guidance can detect a target using an
on-board seeker, and subsequently guide itself to intercept the target. The on-board sensors (e.g.,
radar and camera) and a guidance computer along with the corresponding additional power
requirement can result in higher cost and larger missile footprint. Besides the naive motivation to
reduce the unit cost, it is also notable that the modern military aircrafts with internal weapons
bays for advanced stealth capability impose a restriction on the size of the ballistics. In the view
of cost and size constraints, it may be beneficial to consider remote control guidance systems. In
contrast to homing guidance, the sensor payload in remote control guidance can be located off-
board the missile, and the control commands are transmitted to the missile over a communication
channel. Thus, enabling a low cost, small footprint missile design with only a communication
link to the guidance computer. However, the existing remote control guidance methods have
several limitations as follows. Remote control guidance relies on active sensors (e.g., radar and
laser) to illuminate and identify the location of the target which can provide an early warning to
the target. It is also well known that pure command guidance has inaccuracies during the
terminal phase due to excess glint noise, cf. Miwa et al. [20], Nesline and Zarchan [21], and
Uhrmeister [29], and the lack of resolution as the distance of the target from the sensor becomes
large. Retransmission homing, or track-via-missile, system overcomes this drawback by
employing a radar receiver on the missile to locate target during the terminal phase. Nevertheless,
the missile relies on a ground-based radar to illuminate target, therefore it will be unable to
engage the target if it moves out of the radar's envelop, or it is hidden by an obstacle. Also, the
radar system itself can be at risk from anti-radiation missiles and radar jammers [25]. As a result,
the motivation behind the presented work is to develop a remote control guidance system using
monocular cameras for terminal guidance of a sensorless missile. In spite of the advantages, there
has been little research activity that uses vision-only off-board seekers for command guidance.
For completeness, relevant and interesting results using monocular vision for homing missile
guidance are presented below.
Optical flow based circular navigation guidance (CNG) law for three-dimensional intercepts is

presented by Manchester et al. [14], where the optical flow of the target measured in an on-board
camera provides the line-of-sight (LOS) angular rate measurements. The CNG law in Manchester
et al. [14] is primarily developed to intercept target with an impact angle constraint, and it is
proved to perform satisfactorily when the target is stationary, or the velocity of the target is
known [15]. Pathirana and Savkin [23] developed a robust extended Kalman filter based sensor
fusion method to improve performance of vision-guided homing missiles by combining
measurements from an on-board camera with information from a ground radar or other imaging
devices, for example, cameras mounted on unmanned aerial vehicles (UAVs). In Pathirana and
Savkin [23], a standard augmented proportional navigation guidance (APNG) law was employed
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with the obtained target state estimates to achieve interception. The results given in Pathirana and
Savkin [23] were extended in Malyavej et al. [13] by including bit rate constraint for
communication channels. However, the results in Pathirana and Savkin [23] and Malyavej et al.
[13] assume that the absolute position and velocity of the cameras is known. Tian et al. [28]
developed an adaptive guidance law to intercept a maneuvering target using an on-board camera
by assuming the target acceleration as an unknown time-varying bounded disturbance. The
controller in Tian et al. [28] guarantees uniformly ultimately bounded (UUB) stability of the
system states. A vision-based integrated guidance controller was presented in Mehta et al. [19]
to intercept a stationary or a non-accelerating target in the presence of uncertain missile
dynamics. In Mehta et al. [19], a globally asymptotically stable control law was derived for six
degrees-of-freedom missile control. Though successful in their respective control endeavors, the
previous research mentioned above considers missile guidance with an on-board monocular
camera. To the best knowledge of the authors, the problem of employing off-board imaging
seekers alone to navigate and control sensorless missiles in GPS-denied environments remains at
large unsolved.

The contribution of this work is twofold: First, we propose a novel daisy-chaining based
sensing to enable relative navigation of a sensorless missile using off-board vision sensors alone.
Second, the well-known pursuit guidance and parallel navigation approaches along with the
introduced hybrid guidance are formulated in a unified vision-based control framework to
intercept a target maneuvering with unknown velocity. We consider a mobile wireless sensor and
actor network (MWSAN) where a moving airborne monocular camera (e.g., attached to an UAV
or aircraft) maintains a missile in the field-of-view while another moving monocular camera
(e.g., attached to a small UAV) tracks a ground target as shown in Fig. 1. The key idea is to
enable relative navigation of a missile with respect to a moving target using off-board imaging
seekers, thereby eliminating sensor payload and reducing the size of a missile. The application of
UAVs in object tracking is well-studied [30], where numerous robust, optimal, and cooperative
Fig. 1. Problem scenario showing sensors communicating target measurements to actors over a MWSAN.
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tracking solutions can be found cf. Stepanyan and Hovakimyan [26], Shaferman and Shima [24],
Summers et al. [27], Chen et al. [2], Ergezer and Leblebicioglu [6], Kim et al. [11]. Therefore, it
is considered that an UAV or an aircraft traveling at sufficiently high-altitude provides image
measurements of a missile during the terminal stage, while a small UAV tracks a maneuvering
target close to ground. The imaging seekers are monocular vision cameras, and, as opposed to
Pathirana and Savkin [23] and Malyavej et al. [13], the time-varying position and velocity of the
cameras (i.e., UAVs or aircrafts) is considered to be unknown, e.g., due to GPS restrictions. The
main challenge is to obtain the time-varying position of a maneuvering target in terms of the
time-varying missile frame using image feedback from monocular cameras moving with
unknown time-varying trajectories. Based on our previous research in cooperative control of
multi-agent systems [16,17], a daisy-chaining approach is proposed to determine the geometric
relationship between the time-varying missile, target, and camera coordinate frames. It is well-
known in computer vision that without the knowledge of the motion (e.g., velocity) or the object
model a monocular camera can provide translation only up to a scale, i.e., the Euclidean depth is
unknown. To retrieve the magnitude of translation, we assume the knowledge of a single
geometric length on the missile (e.g., the length between two arbitrary markers on the
longitudinal axis). The developed daisy-chained formulations can then be used in homography-
based Euclidean reconstruction to obtain the time-varying target position in the missile
coordinate frame.
Given the target position, a nonlinear adaptive controller is presented for a bank-to-turn

(BTT)1 missile to intercept a maneuvering target. To allow distributed control, the guidance
computer is considered to be located on the missile, and the target position is communicated by
the sensors to the missile over a MWSAN as shown in Fig. 1. The guidance problem is
formulated in vision-based framework by assuming a virtual camera strapped to the missile,
which aids in designing an adaptive controller to compensate for the unknown missile–target
relative motion. Apart from posing pursuit guidance [18] and proportional navigation in vision-
based framework, we propose a hybrid guidance law that maintains the target at constant LOS in
the missile body frame. In vision-based formulation, hybrid guidance becomes an extension of
pursuit guidance and retains simplicity but does not exhibit the strong tail-chasing behavior.
Further, hybrid guidance only requires the knowledge of the target position – as opposed to
proportional navigation which requires an additional orientation measurement of the missile –

thereby demanding less communication bandwidth. Interestingly, it will be shown that by
appropriately selecting the error system, a single control structure can be maintained across all
the three guidance laws. The developed image-based visual servo (IBVS) control problem has
several advantages, including reduced computation time, robustness to inaccuracies in camera
calibration [34], and the ability to maintain the target in the field-of-view via feature-based
motion strategies [3]. To address the issue of robustness with respect to exogenous disturbances
(e.g., wind gusts), a continuous, robust feedback element is included in the guidance law, which
compensates for the unknown, bounded, nonlinear disturbances. High-fidelity numerical
simulation verifies the performance of the proposed relative navigation and guidance laws
under various target maneuvers.
1The linear velocity of a missile is produced by means of a propulsion system, where the thrust force is uncontrolled
and directed along the missile longitudinal axis [31]; it is assumed that the missile linear velocity is unknown and
unmeasurable. For the BTT type of missile systems, the heading change is obtained by aerodynamic control surface
deflections for pitch, yaw, and roll angles. Therefore, the control objective is to design angular rate commands in roll,
pitch, and yaw directions to intercept a target.



Fig. 2. Coordinate frame relationship between the missile, cameras, target, and reference object.
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2. Geometric model

Consider a monocular camera with an attached time-varying coordinate frame Im that is
navigating (e.g., by remote controlled aircraft) above a missile during terminal stage as depicted
in Fig. 2. Consider the time-varying coordinate frame Fm whose origin is attached to the center
of gravity of the missile airframe, a body-carried coordinate frame F r with the origin at the
missile center of gravity and orientation fixed to a north-east-down (NED) navigation frame, and
an Earth-fixed reference system (ESF) F e on the surface of Earth. Compared to the range of a
vision-guided missile, it can be assumed that Earth's curvature is negligible; therefore, the
orientation of coordinate frame F r is considered to coincide with that of frame F e. The missile is
represented in the camera image by four2 feature points that are coplanar and not collinear. The
Euclidean position of the feature points from the origin of Fm is denoted by
s1iAR3 8 i¼ 1; 2; 3; 4. The plane defined by the missile feature points is denoted by πm. The
feature points that define πm are also assumed to be visible when the camera Im is located
coincident with the position and orientation (i.e., pose) of the stationary coordinate frame I r.
Without loss of generality, the reference camera pose I r is considered to be the initial (i.e., at
time t¼0) pose of the camera frame Im. Also, let Fmr denote the pose of the time-varying
missile frame Fm at t¼0. The linear and angular velocity of the missile expressed in Fm with
respect to F e is denoted by νmðtÞAR3 and ωmðtÞAR3, respectively.

While viewing the feature points of the missile, the camera Im is assumed to view four
additional coplanar and noncollinear feature points of a stationary reference object (e.g., a
structure on the ground). The four additional feature points define the plane πo. The stationary
coordinate frame F o is attached to the object, where s2iAR3 8 i¼ 1; 2; 3; 4 denotes the position
2Image analysis methods can be used to determine planar objects (e.g. through color, texture differences). These
traditional computer vision methods can be used to help determine and isolate the four coplanar feature points. If four
coplanar target points are not available then the subsequent development can exploit the classic eight-points algorithm
[12] with no four of the eight target points being coplanar.



Table 1
Rotation and translation vectors between various coordinate frames.

Motion Coordinate frames

Rm
mðtÞ, xmfmðtÞ Im to Fm

Rm
o ðtÞ, xmfoðtÞ Im to F o

Ro
r , xfo

r I r to F o

Rr
m, xfm

r I r to Fmr

Rt
oðtÞ, xtfoðtÞ I t to F o

Rm
t ðtÞ, xmft ðtÞ Im to I t

Rt
mðtÞ, xtfmðtÞ I t to Im
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of the feature points from the origin of F o. It is to be noted that no assumption has been made
regarding the motion of the camera Im with respect to planes πo and πm.
Another monocular camera with an attached time-varying coordinate frame I t is dedicated to

track a ground target as shown in Fig. 2. The point mass target is represented in the camera image
by a single feature point thereby reducing image processing burden. The target is assumed to
maneuver on the ground with an unknown time-varying velocity νtðtÞAR3 with respect to F e.
The camera I t is also assumed to observe the feature points of the stationary reference object F o.
Similar to frame Im, no assumption is made regarding the motion of I t with respect to plane πo.
Table 1 shows the relationships between various coordinate frames.

Assumption 1. The distance Js1i J and Js2i J from the origin of Fm and F o, respectively, to one
of the feature points on πm and πo, respectively, is assumed to be known, i.e., a single geometric
length on the missile and the reference object is available.

To relate the coordinate systems, let Rm
mðtÞ, Rm

o ðtÞ, Ro
r , Rm

r , Rt
oðtÞ, Rm

t ðtÞ, Rt
mðtÞASOð3Þ denote

the rotation from Im to Fm, Im to F o, I r to F o, I r to Fmr , I t to F o, Im to I t, and I t to Im,
respectively, xmfmðtÞ, xmfoðtÞ, xmft ðtÞAR3 denote the respective time-varying translation from Im to
Fm, Im to F o, and Im to I t with coordinates expressed in Im, xrfo; x

r
fmAR3 denote the constant

translation from I r to F o and I r to Fmr , respectively, expressed in I r, and xtfoðtÞ, xtfmðtÞAR3

denote the respective time-varying translation from I t to F o and I t to Im expressed in the
coordinates of I t. From the geometry between the coordinate frames depicted in Fig. 2, the
following relationships can be developed:

mm
mi ¼ xmfm þ Rm

ms1i; mm
oi ¼ xmfo þ Rm

o s2i ð1Þ

mr
mi ¼ xrfm þ Rr

ms1i; mr
oi ¼ xrfo þ Rr

os2i ð2Þ

mt
oi ¼ xtfo þ Rt

os2i ð3Þ
where mm

miðtÞ, mm
oiðtÞAR3 denote the time-varying Euclidean coordinates of the feature points of

the missile and reference object, respectively, expressed in Im as

mm
miðtÞ9 xmmiðtÞ ymmiðtÞ zmmiðtÞ

� �T ð4Þ

mm
oiðtÞ9 xmoiðtÞ ymoiðtÞ zmoiðtÞ

� �T
; ð5Þ
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mr
mi;m

r
oiAR3 denotes the constant Euclidean coordinates of the feature points of the missile at

Fmr and the reference object, respectively, expressed in I r as

mr
mi9 xrmi yrmi zrmi

� �T ð6Þ
and mt

oiðtÞAR3 denotes the time-varying Euclidean coordinates of the feature points of the
reference object expressed in I t as

mt
oiðtÞ9 xtoiðtÞ ytoiðtÞ ztoiðtÞ

� �T
: ð7Þ

After algebraic manipulation, the expressions for mm
miðtÞ, mm

oiðtÞ, mr
mi, m

r
oi, and mt

oiðtÞ in Eqs.
(1)–(3) can be rewritten as

mr
mi ¼ xrfm þ R

r
mm

m
mi ð8Þ

mr
oi ¼ xrfo þ R

r
om

m
oi ð9Þ

mm
oi ¼ xmft þ Rm

t m
t
oi ð10Þ

mt
oi ¼ xtfm þ Rt

mm
m
oi ð11Þ

where R
r
mðtÞ, R

r
oðtÞ, Rm

t ðtÞ, Rt
mðtÞASO 3ð Þ and xrfmðtÞ, xrfoðtÞ, xmft ðtÞ, xtfmðtÞAR3 are new rotational

and translational variables respectively defined as

R
r
m ¼ Rr

mR
m
m
T ; R

r
o ¼ Rr

oR
m
o
T ð12Þ

Rm
t ¼ Rm

o R
t
o
T ; Rt

m ¼ Rt
oR

m
o
T ð13Þ

xrfm ¼ xrfm�Rr
mR

m
m
Txmfm ð14Þ

xrfo ¼ xrfo�Rr
oR

m
o
Txmfo ð15Þ

xmft ¼ xmfo�Rm
o R

t
o
Txtfo ð16Þ

xtfm ¼ xtfo�Rt
oR

m
o
Txmfo: ð17Þ

Remark 1. Since both the camera and the missile are moving with respect to an inertial frame of
reference, the rotation R

r
mðtÞ and translation xrfmðtÞ in Eqs. (12) and (14), respectively, represent

the relative motion of the missile between frames Fmr and Fm expressed in time-varying frame
Im. However, it will be clear from the subsequent development that the expression in Eq. (8) is
sufficient to relate Fm to Im given a single geometric length Js1i J on the missile.

By using the projective relationships (see Fig. 2)

dmm ¼ nmm
Tmm

mi; dmo ¼ nmo
Tmm

oi ð18Þ

dto ¼ nto
Tmt

oi ¼ nto
Tmt

t ð19Þ
the relationships in Eqs. (8)–(11) can be expressed as

mr
mi ¼ R

r
m þ xrfm

dmm
nmm

T

� �
mm

mi ð20Þ
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mr
oi ¼ R

r
o þ

xrfo
dmo

nmo
T

� �
mm

oi ð21Þ

mm
oi ¼ Rm

t þ xmft
dto
nto

T
� �

mt
oi ð22Þ

mt
oi ¼ Rt

m þ xtfm
dmo

nmo
T

� �
mm

oi: ð23Þ

In Eqs. (18)–(23), dmmðtÞ, dtoðtÞ, dmo ðtÞ4ε for εARþ, nmmðtÞ, nmo ðtÞAR3 denote the time-varying
unit normal from Im to the planes πm and πo, respectively, and ntoðtÞAR3 denotes the time-
varying unit normal from I t to the plane πo. In Eq. (19), mt

tðtÞAR3 denotes the unknown time-
varying Euclidean coordinates of the target expressed in the time-varying camera frame I t.

3. Relative navigation

The relationships given by Eqs. (20)–(23) provide a means to quantify rotation and translation
between the different coordinate frames. In the absence of model or motion knowledge, a
monocular vision system can only yield translation scaled by an unknown scaling factor. To
enable relative navigation, the translation scaling factor along with the Euclidean position and
orientation of various coordinate frames should be recovered.
A homography-based relative navigation approach is presented by fusing the daisy-chained

relationships in Eqs. (20)–(23) with a geometric reconstruction method to determine the time-
varying position of the target with respect to the missile frame Fm. The expressions of Euclidean
homographies between I r and Im and Im and I t can be obtained. Subsequently, the projective
homography relationships can be evaluated to relate the different coordinate frames. Using a
known geometric length on the missile and the reference object (Assumption 1), the geometric
reconstruction method in Gans et al. [9] can be used to determine the unknown translation
scaling factors along with the time-varying position of the target.
To facilitate the subsequent development, the normalized Euclidean coordinates of the feature

points on the missile and the reference object, denoted by mm
miðtÞ, mm

oiðtÞAR3, respectively, can be
expressed in terms of Im as

mm
mi9

mm
mi

zmmi
; mm

oi9
mm

oi

zmoi
ð24Þ

and the normalized Euclidean coordinates of the feature points on the reference object and the
target, denoted by mt

oiðtÞ, mt
tðtÞAR3, respectively, can be expressed in terms of I t as

mt
oi9

mt
oi

ztoi
; mt

t9
mt

t

ztt
: ð25Þ

Similarly, the normalized Euclidean coordinates of the feature points on the missile and the
reference object, denoted by mr

mi;m
r
oiAR3, respectively, can be expressed in terms of I r as

follows:

mr
mi9

mr
mi

zrmi
; mr

oi9
mr

oi

zroi
: ð26Þ

From the expressions given in Eqs. (20), (24) and (26), the rotation and translation between Fmr
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and Fm can be related in terms of the normalized Euclidean coordinates as

mr
mi ¼

zmmi
zrmi

� �
|fflfflffl{zfflfflffl}

αmi

R
r
m þ xrhmn

m
m
T� �|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Hm

mm
mi: ð27Þ

In a similar manner, Eqs. (21), (24) and (26) can be used to relate the rotation and translation
between camera frames Im and I r as

mr
oi ¼

zmoi
zroi

� �
|fflffl{zfflffl}

αoi

R
r
o þ xrhon

m
o
T� �|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Ho

mm
oi ð28Þ

and Eqs. (22)–(25) can be used to relate the rotation and translation between camera frames Im

and I t as

mm
oi ¼

ztoi
zmoi

� �
|fflffl{zfflffl}

αmoi

Rm
t þ xmhtn

t
o
T

	 

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Hm
o

mt
oi ð29Þ

mt
oi ¼

zmoi
ztoi

� �
|fflffl{zfflffl}

αtoi

Rt
m þ xthmn

m
o
T� �|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Ht
o

mm
oi: ð30Þ

In Eqs. (27)–(30), αmi tð Þ, αoi tð Þ, αmoiðtÞ, αtoiðtÞAR denote time-varying depth ratios, Hm(t), Ho(t),
Hm

o ðtÞ, Ht
oðtÞAR3�3 denote Euclidean homographies [7], and xrhmðtÞ, xrho, xmhtðtÞ, xthmðtÞAR3

denote scaled translation vectors defined as

xrhm9
xrfm
dmm

; xrho9
xrfo
dmo

ð31Þ

xmht9
xmft
dto

; xthm9
xtfm
dmo

: ð32Þ

Each Euclidean feature point on the missile and reference object will have a projected pixel
coordinate expressed in Im as

pmmi9 ummi vmmi 1
� �T

; pmoi9 umoi vmoi 1
� �T ð33Þ

where pmmi tð Þ, pmoiðtÞAR3 represent the time-varying, homogeneous image-space coordinates of
the feature points on the missile and reference object, respectively. The time-varying,
homogeneous pixel coordinates ptoi tð Þ; ptt tð ÞAR3 of the reference object and the target,
respectively, expressed in I t are

ptoi9 utoi vtoi 1
� �T

; ptt9 utt vtt 1
� �T

: ð34Þ
The camera I t communicates the observed pixel coordinates ptoi tð Þ and ptt tð Þ to the camera Im

(observing the missile) over the sensor network to determine the Euclidean position of the target.
Similarly, the projected constant pixel coordinates prmi; p

r
oiAR3 of the missile and reference

object can be expressed in I r as

prmi9 urmi vrmi 1
� �T

; proi9 uroi vroi 1
� �T

: ð35Þ
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In Eqs. (33)–(35), ummi tð Þ, vmmi tð Þ; umoiðtÞ, vmoiðtÞ, utoi tð Þ, vtoiðtÞ, umir , vmi
r , uoi

r , vroiAR. To calculate the
Euclidean homographies given in Eqs. (27)–(30) from pixel information, the projected pixel
coordinates are related to mm

miðtÞ, mm
oiðtÞ, mmi

r , moi
r , and mt

oiðtÞ by the pin-hole camera model as

pmmi ¼ Amm
m
mi; pmoi ¼ Amm

m
oi ð36Þ

prmi ¼ Amm
r
mi; proi ¼ Amm

r
oi; ptoi ¼ Atm

t
oi ð37Þ

where Am, AtAR3�3 are the known, constant, invertible intrinsic camera calibration matrices of
Im and I t, respectively. By using Eqs. (27)–(30), (36) and (37), the following relationships can
be developed:

prmi ¼ αmi AmHmA
�1
m

� �|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Gm

pmmi ð38Þ

proi ¼ αoi AmHoA
�1
m

� �|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
Go

pmoi ð39Þ

pmoi ¼ αmoi AmH
m
o A

�1
t

� �|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Gm

o

ptoi ð40Þ

ptoi ¼ αtoi AtH
t
oA

�1
m

� �|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
Gt

o

pmoi ð41Þ

where GmðtÞ ¼ ½gmijðtÞ�, GoðtÞ ¼ ½goijðtÞ�, Gm
o ¼ ½gmoijðtÞ�, Gt

o ¼ ½gtoijðtÞ�AR3�3 8 i; j¼ 1; 2; 3 denote
projective homographies. Sets of linear equations can be developed from Eqs. (38) to (41) to
determine the projective homographies up to a scale. Various techniques can be used (e.g., see
[8,35]) to decompose the Euclidean homographies to obtain αmiðtÞ, αoiðtÞ, αmoiðtÞ, αtoiðtÞ, xrhmðtÞ,
xrhoðtÞ, xmhtðtÞ, xthmðtÞ, R

r
mðtÞ, R

r
oðtÞ, Rm

t ðtÞ, Rt
mðtÞ, nmmðtÞ, ntoðtÞ, and nmo ðtÞ.

Without loss of generality, it is assumed that the feature point corresponding to mm
m1ðtÞ on the

missile is at the origin of the frame Fm (i.e., Js11 J ¼ 0), and the distance Js12 JAR between the
feature points corresponding to mm

m1ðtÞ and mm
m2ðtÞ is known such that Js12 J ¼ Jmm

m1�mm
m2 J .

The intersection of mm
m2ðtÞ with the plane parallel to πm and passing through mm

m1ðtÞ, denoted by
m0

m2ðtÞAR3, can be obtained as

m0
m2 ¼

nmmTm
m
m1

nmmTm
m
m2

mm
m2 ð42Þ

such that the distance Js012 JAR between mm
m1ðtÞ and m0

m2ðtÞ can be obtained as
Js012 J ¼ Jmm

m1�m0
m2 J . Using the property of similar triangles, the relationship can be developed

between Js12 J , Js012 J , mm
m1ðtÞ, m0

m2ðtÞ, mm
m1ðtÞ, and mm

m2ðtÞ as
Js012 J
Js12 J

¼ Jmm
m1 J

Jmm
m1 J

¼ Jm0
m2 J

Jmm
m2 J

: ð43Þ

From Eq. (43), the Euclidean coordinates mm1ðtÞ and mm2ðtÞ can be obtained as

mm
m1 ¼

Jmm
m1 J

Jmm
m1 J

mm
m1; mm

m2 ¼
Jmm

m2 J
Jmm

m2 J
mm

m2: ð44Þ

Since the feature point corresponding to mm
m1ðtÞ is at the origin of Fm, i.e., s11 ¼ 0 0 0½ �T , using

Eq. (1) the translation xmfmðtÞ between Fm and Im can be evaluated as xmfm ¼mm
m1. Using Eq. (44)
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and nmmðtÞ from Eq. (38), the rotation Rm
m between Fm and Im can be expressed in terms of

orthonormal vectors ix, iy, izAR3 as

Rm
m ¼ ix iy iz

� � ix ¼ ðmm
m2�mm

m1Þ=Js12 J
iy ¼ �nmm � ix

iz ¼ �nmm:

8><
>: ð45Þ

In a similar manner, by assuming the feature point corresponding to mm
o1ðtÞ on the reference

object to be at the origin of F o and using the knowledge of the distance Js22 JAR, the Euclidean
coordinates mm

o1ðtÞ, mt
o1ðtÞ, mm

o2ðtÞ, and mt
o2ðtÞ can be obtained along with the rotation matrix

Rm
o ðtÞ. Using Eqs. (19), (25) and the obtained Euclidean coordinates mt

o1ðtÞ, the time-varying
position mt

tðtÞ of the target expressed in I t can be determined as

mt
t ¼

dto
nto

Tmt
t

� �
mt

t ¼
nto

Tmt
o1

nto
Tmt

t

 !
mt

t: ð46Þ

From the geometry between I t and Im and using Eq. (46) along with the obtained Euclidean
coordinates mt

o1ðtÞ and mt
tðtÞ, the Euclidean position of the target in Im, denoted by mm

t ðtÞAR3,
can be obtained as

mm
t ¼ Rt

m
T mt

t�mt
o1 þ Rt

mm
m
o1

� �
: ð47Þ

The target position obtained in Eq. (47) can be expressed in terms of the missile coordinate frame
Fm, denoted by mtðtÞ ¼ xtðtÞ ytðtÞ ztðtÞ

� �T
, as

mt ¼ Rm
m
T mm

t �xmfm

	 

ð48Þ

where the coordinate frame relationships between Fm and Im given by xmfm ¼mm
m1 and Eq. (45)

are used.
Without loss of generality, let F o attached to the reference object be the ESF frame F e.

Therefore, the body-carried coordinate frame F r will have the orientation as that of F o. The
target position in F r, denoted by m0

tðtÞ ¼ x0tðtÞ y0tðtÞ z0tðtÞ
� �T

, can be obtained as

m0
t ¼ Rm

o
TRm

mmt: ð49Þ
By fusing the daisy-chained Euclidean relationships with the geometric reconstruction

method, we have identified the time-varying position of the target expressed in the time-varying
missile coordinate frame using image feedback from the monocular cameras Im and I t. The
time-varying target position, mtðtÞ or m0

tðtÞ depending on the guidance method employed, is
communicated to the missile Im over the network channel. The next objective is to design a
controller to intercept the target.

4. Target image dynamics

Consider a virtual camera mounted at the origin of Fm. The target dynamics are expressed in
terms of the virtual camera as the approach facilitates to compensate for the unknown missile–
target relative motion. In addition, it also enables us to maintain a single control structure across
pursuit guidance, proportional navigation, and hybrid guidance. Let I v denote the body-fixed
rotating coordinate frame, coincident with Fm, attached to the virtual camera. The normalized
Euclidean coordinates, mtðtÞAR3, of the target can be expressed in I v as mt9mt=zt.
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Remark 2. The target is assumed to be in front of the camera, i.e., ztðtÞ4ε, where εARþ.
However, the impact happens for some set ztA zmin; zmax½ �, where zmaxZzmin40 [10,32]. This is
due to the fact that the exact intercept value (i.e., the “zero intercept”) depends on the size of the
ballistic target and the relative position of the camera at impact.

The pin-hole camera model can be used to determine the virtual pixel coordinates
ptðtÞ ¼ utðtÞ vtðtÞ½ �TAR2 of the target in the image plane as ut ¼ faxt=zt þ uo and
vt ¼ fbyt=zt þ vo, where f, a, bAR are user-defined, constant focal length and scaling factors
along the image axes of the virtual camera I v; po ¼ uo vo½ �TAR2 denote the constant coordinates
of the principal point (i.e., the intersection of an optical axis with the image plane) of the camera.
Taking the time derivative of pt(t), the velocity of the missile and the target can be related to the
velocity _ptðtÞAR2 of the feature point in the image plane as

_pt ¼
Jν
zt

νm�νmt
� �þ Jωωm þ d ð50Þ

where νmðtÞAR3 is the unknown time-varying linear velocity of the missile, νmt ðtÞAR3 is the
unknown time-varying velocity of the target expressed in Fm, ωmðtÞAR3 is the missile angular
velocity control input, dðtÞAR2 is the unknown, generalized nonlinear disturbance (e.g.,
unmodeled effects), JνðptÞ; JωðptÞAR2�3 denote the measurable image Jacobians given in Eq.
(51) that relate the linear and angular velocities, respectively, of the missile and target to the
target image velocity. Let the relative velocity ðνm�νmt Þ be denoted by νrðtÞAR3:

Jν Jω½ �9
� fa 0 ut

utvt
fb

�a f þ u2t
fa2

� �
vta

b

0 � fb vt b f þ v2t
fb2

� �
�utvt

fa
�utb

a

2
6664

3
7775 ð51Þ

Assumption 2. The unknown, generalized nonlinear disturbance d(t) in Eq. (50) satisfies

JdðtÞJrγ0 ð52Þ
where γ0AR is a known bounding constant and J � J2 denotes the vector 2-norm defined in
Eq. (53).

Definition 1. The 2-norm of a vector-valued function f ðtÞ ¼ f 1ðtÞ;…; f nðtÞ
� �T

is given by

J f J ¼
Z 1

0

Xn
i ¼ 1

f 2i ðτÞ dτ
 !1=2

¼
Z 1

0
f T ðτÞf ðτÞ dτ

� �1=2

ð53Þ

For proportional navigation, we consider the virtual camera to be mounted at the origin of F r

defined in Eq. (49). Let I 0
v denote the body-fixed non-rotating coordinate frame, coincident with

F r, attached to this virtual camera. Following the development presented earlier, the image
dynamics for I 0

v can be obtained as

_p0t ¼
Jν
z0t

ν0m�νm0t
� �þ Jωω

0
m þ d ð54Þ

where p0tðtÞAR2 are the virtual pixel coordinates corresponding to m0
t in Eq. (49) in the image
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plane, Jνðp0tÞ; Jωðp0tÞAR2�3 are of the form (51), and ν0mðtÞ, νm0t ðtÞ, and ω0
mðtÞ are the equivalent

terms in Eq. (50) expressed in I 0
v. The pixel coordinates p0tðtÞ can be obtained from m0

tðtÞ using
the pin-hole camera model, and the velocities ν0mðtÞ, ω0

mðtÞ in I 0
v can be related to νmðtÞ, ωmðtÞ in

I v as

νm

ωm

" #
¼

Rm
mTR

m
o 03�3

03�3 Rm
mTR

m
o

" #
ν0m
ω0
m

" #
: ð55Þ

where 0n�n is a n� n matrix of zero elements.
5. Control objective

The control objective is to enable the missile airframe Fm to intercept a maneuvering target, or
in a physical sense, to drive the relative distance between the missile and the target to zero. In this
paper, we present a unified visual servo controller for pursuit guidance, parallel navigation,
hybrid guidance by appropriately defining the control objective. In general, target interception
can be achieved by regulating the time-varying target image coordinates pt(t) or p0tðtÞ to constant
desired coordinates pdAR2. Therefore, mathematically, the control objective can be stated as

ptðtÞ-pd or p0tðtÞ-pd: ð56Þ
Specific control objective for each guidance law is defined below along with their merits and
demerits.

Pursuit guidance: The target LOS vector m̂tðtÞAR3 expressed in Fm can be obtained as
m̂t ¼mt=Jmt J . Pursuit guidance requires that the missile velocity vector should coincide with
the LOS vector. This objective can be achieved by steering the LOS vector m̂tðtÞ along the
optical axis of the camera I v, i.e., the longitudinal axis of the missile. Mathematically, by
choosing pd¼po, the control objective becomes ptðtÞ-po, where pt(t) and po are defined in
Section 4.

The pursuit guidance law is computationally less expensive than the proportional navigation
and requires less communication bandwidth, since only the instantaneous target position mtðtÞ is
transmitted by Im to the missile. However, pursuit guidance exhibits a tail-chasing behavior
which may require more control energy.

Proportional navigation: The target LOS vector m̂0
tðtÞAR3 expressed in F r can be obtained as

m̂0
t ¼m0

t=Jm
0
t J . Proportional navigation is based on the principle of maintaining constant LOS

relative to the inertial frame of reference, i.e., the LOS remains parallel to the initial LOS at all
times. Let the initial LOS vector be denoted by m̂0

tð0Þ with the corresponding target position
m0

tð0Þ. Maintaining constant LOS in the inertial frame F o is equivalent to maintaining constant
LOS in F r. Therefore, the image coordinates corresponding to m0

tð0Þ in the virtual camera I 0
v

form the desired image coordinates, i.e.,

p0tð0ÞT 1
� �T ¼ pTd 1

� �T ¼ A0
vm

0
tð0Þ

z0tð0Þ
ð57Þ

and the control objective becomes p0tðtÞ-pd, where p
0
t is defined in Eq. (54), and A0

vAR3�3 is a
user-defined camera calibration matrix for the virtual camera I 0

v.
In proportional navigation, at each time, the camera Im transmits the instantaneous target

position m0
tðtÞ along with the orientation Rm

o TðtÞRm
mðtÞ between Fm and F r (see Eq. (55)) to the

missile, thereby requiring additional communication bandwidth.



Fig. 3. 3D missile–target engagement geometry for hybrid guidance.
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Hybrid guidance: In the proposed hybrid guidance, the objective is to maintain constant LOS
in the missile body frame Fm. For vision-based guidance, the constant LOS bearing condition
can be satisfied by fixing the image-space coordinates of the target. Therefore, by choosing

ptð0ÞT 1
� �T ¼ pTd 1

� �T ¼ Avmtð0Þ
ztð0Þ

ð58Þ

where AvAR3�3 is a user-defined camera calibration matrix for the virtual camera I v. The
control objective in Eq. (56) can be written as ptðtÞ-pd. The target will appear to be stationary in
the image plane as the missile–target relative velocity νrðtÞ is directed along the line joining ptð0Þ
with the origin of Fm as shown in Fig. 3.
The hybrid guidance only requires the instantaneous target position mtðtÞ, hence it has the

same bandwidth usage as that of the pursuit guidance. Since the relative velocity is directed
along the LOS vector in Fm, the hybrid guidance does not exhibit significant tail-chasing
behavior and requires less maneuvering than pursuit guidance.

6. Controller development

A unified visual servo controller is developed for the three guidance laws – pursuit guidance,
parallel navigation, and hybrid guidance – to generate the angular rate commands for the missile.
The error dynamics can be obtained by selecting the desired image coordinates pd based on the
respective control objective defined in Section 5. A polynomial approximation of the unknown
relative velocity νrðtÞ will be used in the robust and adaptive elements of the guidance law that
compensate for the uncertain and unmodeled dynamics.
A function f(t) can be expressed in terms of a Taylor (or power) series, provided the function is

continuous and suitably differentiable; and a polynomial approximation of f(t) can be generated
from truncation of its power series expansion as provided by the following lemma [1]:

Lemma 1. If a continuous function f(t) possesses a continuous ðnþ 1Þth derivative everywhere
on the interval ½t0; t�, then it can be represented by a finite power series as

f tð Þ ¼ f t0ð Þ þ ðt� t0Þ
1!

f ð1Þ t0ð Þ þ⋯þ ðt� t0Þi�1

ði�1Þ! f ði�1Þ t0ð Þ þ⋯þ ðt� t0Þn
ðnÞ! f ðnÞ t0ð Þ þ R tð Þ ð59Þ
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where f ðiÞð�Þ represents the ith time-derivative of the function f(t) evaluated at the argument, and
R(t) denotes the remainder of Taylor formula given by

R tð Þ ¼ ðt� t0Þnþ1

ðnþ 1Þ! f ðnþ1Þ ζð Þ; t0oζot: ð60Þ

Based on the control objective, a regulation error eðtÞAR2, e¼ e1 e2½ �T , is defined as the
difference between the target virtual image coordinates pt(t) (or p0tðtÞ for proportional navigation)
and the constant desired image coordinates pd as

eðtÞ9ptðtÞ�pd: ð61Þ
After taking the time-derivative of e(t) and substituting the kinematic relationship given in Eq.
(50) (or Eq. (54) for proportional navigation), the following expression can be obtained:

_e ¼ _pt ¼ Jννr þ Jωωm þ d ð62Þ
where the unknown scaled relative velocity νrðtÞ is assumed to be a continuously differentiable
function of class cp where the ðpþ 1Þ derivatives exist such that on any interval ½t0; t� for
tA ½t0; t0 þ TÞ it can be represented using Eq. (59), where TAR is a constant interval length.
Using Lemma 1, each element of νrðtÞ within a finite interval T can be represented locally at t0 as
a polynomial in time with unknown constant coefficients as [22]

νrðt; t0Þ ¼
Lðt; t0Þ 0pþ1 0pþ1

0pþ1 Lðt; t0Þ 0pþ1

0pþ1 0pþ1 Lðt; t0Þ

2
64

3
75θðt0Þ þ δνr ðt; t0Þ ¼ Δðt; t0Þθðt0Þ

þ δνr ðt; t0Þ; tA ½t0; t0 þ TÞ ð63Þ
where Lðt; t0Þ ¼ 1 ðt� t0Þ … ðt� t0Þp½ �AR1�ðpþ1Þ is a row vector of known functions of time.

Also in Eq. (63), θðt0Þ9 θTx ðt0Þ θTy ðt0Þ θTz ðt0Þ
h iT

AR3ðpþ1Þ denotes a vector of unknown

coefficients, where θxðt0Þ, θyðt0Þ, θzðt0ÞARpþ1 are obtained by evaluating the components of
νrðtÞAR3 and their first p derivatives locally at t0, and δνr ðt; t0ÞAR3 is a bounded function
approximation error (i.e., the remainder from the Taylor series approximation). Note that θðt0Þ is
only constant within each interval ti; tiþ1½ Þ and can differ from one interval to another for a time-
varying parameter. For any non-negative constant βAR, the function approximation error
δνr ðt; t0Þ satisfies

Jδνr ðt; t0ÞJrβ 8 tZ0: ð64Þ
It can be shown that δνr ðt; t0Þ can be reduced by selecting a higher order polynomial (i.e.,
increasing p) and/or by reducing the interval length T. After substituting Eq. (63) in Eq. (62), the
open-loop error system can be obtained as

_e ¼ JνðΔðt; t0Þθðt0Þ þ δνr ðt; t0ÞÞ þ JωωmðtÞ þ d: ð65Þ
The unknown relative velocity νrðt; t0Þ measured in Fm can be estimated as

v̂rðt; t0Þ ¼ Δðt; t0Þθ̂ðt0Þ ð66Þ

where the time-varying estimate θ̂ðtÞAR3ðpþ1Þ of the unknown constant coefficient vector θðt0Þ is
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designed using the following direct adaptive parameter update law:

_̂θ ¼ proj ΓYTe
� �

: ð67Þ
In Eq. (67), the function proj �ð Þ denotes a normal projection algorithm, which ensures that

elements θ̂ i tð Þ8 i¼ 1;…; 3ðpþ 1Þ of θ̂ðtÞ are bounded as (for further details see [5,33])

θ
i
r θ̂ iðtÞrθ i ð68Þ

where θ
i
, θ iAR denote the known, constant lower and upper bounds, respectively, of θ̂ iðtÞ. In

Eq. (67), Yðpt; t; t0Þ ¼ JνΔ is a known regression matrix, and ΓAR3ðpþ1Þ�3ðpþ1Þ is a diagonal,
positive definite gain matrix. The adaptive update law given in Eq. (67) is designed for each
time-interval of window size T, i.e., the coefficients θðt0Þ are considered to be constant during a
given interval but may vary from one interval to the other. The relative velocity estimation error
~vrðt; t0ÞAR3 is defined as

~vrðt; t0Þ9νrðtÞ� v̂rðt; t0Þ: ð69Þ
After substituting Eqs. (63) and (66) into Eq. (69), the relative velocity estimation error can be
expressed as

~vrðt; t0Þ ¼ Δðt; t0Þ ~θðtÞ þ δνr ðt; t0Þ ð70Þ
where the estimation error ~θðtÞAR3ðpþ1Þ is defined as

~θðtÞ9θðt0Þ� θ̂ðtÞ: ð71Þ

Remark 3. It can be shown that continuity of the estimate θ̂ t; t0ð Þ can be guaranteed during
transitions between the ith and iþ 1ð Þth intervals by resetting the value of the estimate at the
beginning of the iþ 1ð Þth interval for i¼ 1; 2;… as shown in Pagilla and Yu [22].

Based on the open-loop error system in Eq. (65) and the subsequent stability analysis, the
missile angular velocity control input ωmðtÞ can be designed as

ωmðtÞ ¼ �Jþω keþ Y θ̂ þ ud
	 


: ð72Þ

Similar expression can be obtained in proportional navigation to get ω0
mðtÞ, and Eq. (55) can be

used to obtain ωmðtÞ in Fm. In Eq. (72), Jþω AR3�2 denotes the Moore–Penrose right pseudo-
inverse of the image Jacobian JωðptÞ, kARþ is a control gain, and udðtÞAR3 is a robust feedback
element designed to compensate for the function approximation error δνr ðt; t0Þ and the bounded
exogenous disturbance d(t) as [4]

ud tð Þ ¼
βJJν J þ γ0
� � e

JeJ
; JeJ4ϵ0

1
ϵ0

βJJν J þ γ0
� �

e; JeJrϵ0

8>><
>>: ð73Þ

where ϵ0ARþ, JJνðptÞJAR is the induced matrix 2-norm as defined in Eq. (75), and γ0, βAR

are defined in Eqs. (52) and (64), respectively. The advantages of the robust control term given in
Eq. (73) are that it is a continuous feedback control, and that it can be tuned for precise target
interception by selecting ϵ0 arbitrarily small. After substituting the control input in Eq. (72) into
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Eq. (65), the closed-loop error system can be obtained as

_e ¼ �ke�ud þ Y ~θ þ Jνδνr ðt; t0Þ þ d ð74Þ
where the property of pseudo-inverse matrix given in Remark 4 is used, and the condition to
guarantee uniformly ultimately bounded system response is verified in Remark 5.

Remark 4. From the definition of JωðptÞ in Eq. (51), it can be seen that the rows of Jω are
linearly independent, i.e., Jω is full row rank with rank equal to 2. Real, full row rank Jω has
right inverse Jþω ¼ JTωðJωJTωÞ�1 with JωJþω ¼ I2�2, where I is an identity matrix.

Remark 5. The uncontrolled nominal system ðδνrðt; t0ÞÞ ¼ dðtÞ ¼ωmðtÞ ¼ 0Þ obtained from Eq.
(62) as _e ¼ Jννr has no asymptotically stable equilibrium point. The new uncontrolled nominal
system can be obtained by employing feedback ωmðtÞ. The new system _e ¼ �keþ Y ~θ is
asymptotically stable with e¼0 as its only equilibrium point. Therefore, Assumption IV in [4]
holds to guarantee uniformly ultimately boundedness of Eq. (74) using the robust feedback
element (73).

Definition 2. The 2-norm of an m� n matrix A induced by the vector norm is given by

JAJ ¼max
xa0

JAxJ
JxJ

¼ max
Jx J ¼ 1

JAxJ ð75Þ

where xAKn is defined over a real or complex field.

7. Controller characteristics

7.1. Stability analysis
Theorem 1. The adaptive IBVS guidance law of Eqs. (67), (72) and (73) ensures uniformly
ultimately bounded target image tracking in the sense that

Je tð ÞJrζ0 exp �ζ1t
� �þ ζ2 ð76Þ

where ζ0, ζ1, ζ2AR denote positive bounding constants.

Proof. Let V tð ÞAR be defined as the following nonnegative function during each interval
tA ti; tiþ1½ Þ:

V ¼ 1
2 e

Teþ 1
2
~θ
T
Γ�1 ~θ: ð77Þ

Based on Eqs. (68) and (71), the Lyapunov function in Eq. (77) can be upper and lower bounded
as

λ1 JeJ2 þ c1rV tð Þrλ2 JeJ2 þ c2 ð78Þ
where λ1, λ2, c1, c2AR are known positive bounding constants. After using Eqs. (67) and (74),



S.S. Mehta et al. / Journal of the Franklin Institute 352 (2015) 5569–55985586
the time-derivative of V tð Þ can be expressed as

_V ¼ �eTke�eTud þ eT ðJνδνr ðt; t0Þ þ dÞ: ð79Þ
Thus, from Eq. (73), if JeJ 4ϵ0, _V tð Þ can be upper bounded as

_Vr�kJeJ2�ðβJJν J þ γ0ÞJeJ þ Jδνr ðt; t0ÞJ JJν J þ JdJ
� �

JeJ : ð80Þ
After canceling common terms and using the bounds on d(t) and δνr ðt; t0Þ defined in Eqs. (52)
and (64), respectively, the upper bound in Eq. (80) can be rewritten as

_Vr�kJeJ2: ð81Þ
From Eqs. (77) and (81), it is clear that e(t), ~θðtÞAL1 and that eðtÞAL2. Using Eq. (61) and the
fact that eðtÞAL1, the image coordinates ptðtÞAL1, and therefore image Jacobians Jνðut; vtÞ,
Jωðut; vtÞAL1 along with Yðut; vt; t; t0ÞAL1. Given that e tð ÞAL1, Eqs. (64), (67), (68), (72)
and (73) can be used along with Assumption 1 and Remark 4 to prove that the control inputs
_̂θ ðtÞ, ud tð Þ, ωm tð ÞAL1.From ~θðtÞAL1, δνr ðt; t0Þ, d tð ÞAL2 and using the above facts, _eðtÞAL1,
and hence e(t) is uniformly continuous. Based on the fact that e(t), _eðtÞAL1 and eðtÞAL2, a
corollary to Barbalat's Lemma can be used to prove that the error e(t) asymptotically enters a ball
of radius ϵ0 centered at the origin e¼ 02.
For the case when JeJ rϵ0, the expression in Eq. (79) can be upper bounded as

_Vr�kJeJ2� 1
ϵ0

βJJν J þ γ0
� �

JeJ2 þ Jδνr ðt; t0ÞJ JJν J þ JdJ
� �

JeJ : ð82Þ

Using the upper bound in Eqs. (52) and (64), and after completing the squares in Eq. (82), the
upper bound on _V tð Þ can be expressed as

_Vr�kJeJ2 þ 1
4 βJJν J þ γ0
� �

ϵ0: ð83Þ
Writing the Jacobian Jν ¼ J 0ν þ Jν″, where J 0νðpÞ; Jν″AR2�3 are the following rank deficient
matrices:

J 0ν ¼
ut 0 0

vt 0 0

" #
; Jν″¼

0 � fa 0

0 0 fb

" #
: ð84Þ

Using the property JJν Jr JJ 0ν J þ JJ″ν J and from the induced norm definition in Eq. (75), for
x¼ ½1 0 0�T , max Jx J ¼ 1 JJ 0νxJ ¼ Jpt J . Therefore, using Eq. (61) and the fact that JeJrϵ0, the
inequality in Eq. (83) can be written as

_Vr�kJeJ2 þ 1
4 βϵ0 þ βJpd J þ βJJν″J þ γ0
� �

ϵ0: ð85Þ
Consequently, for all e; tð ÞAR2 � R, Eq. (78) can be used to express inequality (85) as

_Vr� k

λ2
V tð Þ þ ζ1

ζ1 ¼
kc2
λ2

þ 1
4

βϵ0 þ βJpd J þ βJJ″ν J þ γ0
� �

ϵ0 ð86Þ

where ζ1ARþ is a constant. The linear differential inequality in Eq. (86) can be solved as

V tð Þrexp � k

λ2
t

 �
V 0ð Þ þ ζ1

λ2
k

1�exp � k

λ2
t

 �� �
: ð87Þ

The expressions in Eqs. (77), (78) and (86) can be used to conclude that e(t), ~θðtÞAL1. Using
identical signal chasing arguments as presented above, it can be concluded that _eðtÞAL1. The



Fig. 4. Relationship between the ground and image planes.
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inequalities in Eqs. (78) and (87) can be used to conclude that

JeJ 2r λ2 Je 0ð ÞJ2 þ c2
� �

λ1
exp � k

λ2
t

 �
þ ζ1λ2

λ1k
þ c2�c1

λ1

� �
oγ1 Je 0ð ÞJ ð88Þ

where γ1ARþ is a constant. The result in Eq. (76) can now be directly obtained from Eq. (88).
Thus, the robust term designed in Eq. (73) guarantees uniform ultimate bounded target image
regulation, where the error bound can be reduced by selecting arbitrarily small ϵ0 [4]. Hence,
the target image coordinates are regulated within a small region centered at desired pixel
coordinates pd.□

7.2. Miss distance

The miss distance is defined as the closest point of approach of the missile with respect to the
target [25], which represents the error in positioning the missile with respect to the target
assuming the missile and the target do not maneuver in future. Fig. 4 shows the impact geometry
by considering the relationship between ground and image planes, where T denotes the target
location, and I is the impact point. The objective is to determine the miss distance yðtÞAR

perpendicular to the LOS in terms of the target image coordinates. The miss distance can
subsequently be used to determine the range error yg(t) along the ground and the zero-effort miss.

From Fig. 4, the following expressions can be obtained:

tanϕ¼ Jpt J
f

; ψ ¼ sin �1 a

r

	 

; y0 ¼ Jpt Jr cos ϕ

f
ð89Þ

where aðtÞAR is the missile altitude above plane πo, rðtÞAR denotes the range to the target, and
f is the user-defined focal length of the respective virtual camera. Using Eq. (89), the miss
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distance and the range error can be obtained as

y¼ y0

cos ϕ
¼ Jpt Jr

f
ð90Þ

yg ¼
y cos ϕ

sin ðψ�ϕÞ : ð91Þ

Substituting Eq. (90) in the first expression from Eq. (89) and taking the time derivative we get

_ϕ ¼ _ytgo þ y

νclt2go sec
2 ϕ

ð92Þ

where νclAR is the constant closing velocity assuming that the missile and target do not
maneuver in future, and tgoAR is the time-to-go until the end of the flight. From Eq. (92), the
zero-effort miss yzðtÞAR can be obtained by substituting the time derivative of y(t) along with
Eq. (90) and canceling the common terms as

yz ¼
p̂Tt _ptνclt

2
go

f
ð93Þ

where p̂tðtÞAR2 is a unit vector along pt(t) in the image plane of the virtual camera. Substituting
the image dynamics in Eq. (50) into Eq. (93), an upper-bound on the zero-effort miss for the
developed pursuit and hybrid guidance laws can be obtained as below:

yzr
JJν Jνcltgo
f cos ϕ

ð94Þ

where the following facts are used: ωmðtÞ ¼ 03 as the missile does not maneuver in future,
Jνm�νmt J is the constant closing velocity νcl, and the target depth zt ¼ r cos ϕ. Using Eqs. (61)
and (84), the upper-bound on yz(t) can be evaluated as

yzr
JeJνcltgo þ Jpd Jνcltgo þ faνcltgo

f cos ϕ
: ð95Þ

In Eq. (95), the induced norm JJ 0ν J ¼ Jpt J for x¼ ½1 0 0�T and JJ″ν J ¼ fa for x¼ ½0 0 1�T
when a¼b in Eq. (84). It can be seen that the zero-effort miss is a function of the regulation error
e(t). For the controller (67), (72), and (73) developed in Section 6, when the error JeðtÞJrϵ0, an
upper bound on the zero-effort miss can be obtained as

Pursuit guidance yzr
νcltgo

f cos ϕ
ϵ0 þ Jpo J þ fa
� � ð96Þ

Hybrid guidance yzr
νcltgo
f cosϕ

ϵ0 þ
JAv J
cosϕ0

þ fa

� �
ð97Þ

where ϕ0AR is the LOS to the target in Fm at time t¼0.
To determine the zero-effort miss for proportional navigation, the following expression can be

obtained from Eq. (49) that relates the pixel coordinates pt(t) in I v to p0tðtÞ in I 0
v:

pt
1

� �
¼ z0t

zt
AvR

m
m
TRm

o A
0
v�1

p0t
1

� �
: ð98Þ

Since wmðtÞ ¼ 03, the rotation Rm
m
TRm

o of Fm with respect to F o is constant. Substituting the time-
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derivative of Eq. (98) into Eq. (93), the zero-effort miss can be obtained as

yz ¼ p̂Tt 0
� � z0t tgo

f cos ϕ
AvR

m
m
TRm

o A
0
v�1 _p0Tt 0

� �T� p̂Tt 0
� � 0 0 1½ �TRm

o
TRm

m νm�νmt
� �

tgo
f cos ϕ

AvR
m
mTR

m
o A

�1 p0Tt 1
� �T þ p̂Tt 0

� � z0t 0 0 1½ �T νm�νmt
� �

f νcl cos 2 ϕ
AvR

m
m
TRm

o A
0
v�1 p0Tt 1

� �T
: ð99Þ

Using Eq. (54) with ωmðtÞ ¼ 03 and dðtÞ ¼ 02, and canceling common terms, the expression in
Eq. (99) can be simplified as

yz ¼ p̂Tt 0
� � tgo

f cos ϕ
AvR

m
m
TRm

o A
0
v�1 ~J νR

m
o
TRm

m νm�νmt
� � ð100Þ

where ~J νðu0t; v0tÞAR3�3 is the following Jacobian:

~J ν ¼ ~J
0
ν þ ~J

″
ν ¼

� f 0a0 0 u0t
0 � f 0b0 v0t
0 0 0

2
64

3
75 ð101Þ

~J
0
ν ¼

0 0 u0t
0 0 v0t
0 0 0

2
64

3
75; ~J

″
ν ¼

� f 0a0 0 0

0 � f 0b0 0

0 0 0

2
64

3
75 ð102Þ

where f 0; a0; b0AR are camera calibration parameters of the virtual camera attached to I 0
v. From

Eqs. (100) to (102), an upper-bound on yz(t) can be obtained as

yzr
νcltgo

f cos ϕ
JAv J JA0

v�1J Jp0t J þ f 0a0
� � ð103Þ

where the fact that the spectral norm of orthogonal matrices JRm
m
TRm

o J2 ¼ JRm
o
TRm

m J2 ¼ 1 is
used. Also, the induced norm of J ~J 0ν J ¼ Jp0t J for x¼ ½0 0 1�T and J ~J ″ν J ¼ f 0a0 for x¼ ½1 0 0�T
when a0 ¼ b0 in Eq. (101). Therefore, an upper-bound on the zero-effort miss distance for
proportional navigation can be obtained as

Proportional navigation yzr
νcltgo

f cos ϕ
JAv J JA0

v�1J ϵ0 þ
JA0

v Jr
ε

þ f 0a0
� �

ð104Þ

where εARþ, such that z0tð0Þ4ε.
8. Simulation results

This section describes the results of a numerical simulation to demonstrate the performance of
the proposed vision-based relative navigation and control approach for a sensorless missile. The
simulation scenario consists of a ground target represented as a point object that is moving in a
plane containing the reference object F o. The moving camera Im can view the missile, whereas
another moving camera I t tracks the ground target. The motion of the target as well as cameras is
unknown for control purposes. The target to be intercepted is considered to undergo different
maneuvers, namely evasive maneuver, step maneuver, and stop-and-go maneuver. Evasive
maneuver is continuously differentiable, whereas step and stop-and-go maneuvers are piecewise
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continuous in time. For each case, the missile control problem is formulated in terms of pursuit
guidance, parallel navigation, and hybrid guidance.

8.1. Missile and reference object

The position tmAR3 and orientation RmASO3 of the missile body frame Fm with respect to
the ESF reference frame F e at time t¼0 was considered to be

tm ¼ 300 400 �2000½ �T m

Rm ¼
0:8529 �0:3966 0:3396

0:1504 0:8095 0:5676

�0:5000 �0:4330 0:7500

2
64

3
75 ð105Þ

which also represents the pose of the stationary reference missile frame F rm. The unknown time-
varying linear velocity νmAR3 of the missile in body frame Fm was assumed to be

νm ¼ 0 0 250�20 sin ð0:01tÞ½ �T m=s: ð106Þ
A nonlinear bounded disturbance dmðtÞAR3, e.g., due to wind gust or atmospheric disturbance,
is assumed to perturb the missile position between time interval 1:2 sr tr1:8 s. The
disturbance in the missile position results in the corresponding disturbance d(t) in the target
image velocity.
The position toAR3 and orientation RoASO3 of the stationary reference object with respect

to F e was selected as

to ¼ 500 1500 0½ �T m; Ro ¼ I3�3: ð107Þ

8.2. Cameras

The position tcmAR3 and orientation RcmASO3 of the time-varying camera coordinate frame
Im with respect to F e at t¼0 was assumed to be

tcm ¼ 400 900 �3000½ �T m; Rcm ¼ I3�3 ð108Þ
where I3�3 denotes an identity matrix. The reference camera coordinate frame I r is assumed to
be located at the initial pose ðtcm;RcmÞ of Im given in Eq. (108). The time-varying linear
νcmðtÞAR3 and angular ωcmAR3 velocity of the camera measured in body frame Im was

νcm ¼ 120 60 20 sin ðtÞ½ �T m=s ð109Þ

ωcm ¼ 0:1 0 0:12½ �T rad=s: ð110Þ
Similarly, the position tctAR3 and orientation RctASO3 of the time-varying camera

coordinate frame I t with respect to F e at t¼0 was assumed to be

tct ¼ 1100 1600 �1000½ �T m; Rct ¼ I3�3: ð111Þ
The time-varying linear νctðtÞAR3 and angular velocity ωctAR3 of the camera measured in body
frame I t was

νct ¼ 60 60 30 sin ðtÞ½ �T m=s ð112Þ

ωct ¼ 0:05 0 0:4½ �T rad=s: ð113Þ



Fig. 5. Euclidean plots showing missile, target, and camera trajectories for (A) pursuit guidance, (B) proportional
navigation, and (C) hybrid guidance, where the target is performing continuous evasive maneuvers. The details of
the target motion along with the missile trajectory at impact are shown in (D), (E) and (F) for the respective
guidance laws.
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8.3. Target

The position ttAR3 of the time-varying point target with respect to F e at t¼0 was assumed to
be

tt ¼ 1400 1500 0½ �T m: ð114Þ
Various target motion scenarios are described below.
8.3.1. Evasive maneuver
The target is performing evasive maneuvers with unknown time-varying acceleration (see

Fig. 5(a)), where the time-varying velocity νtðtÞAR3 of the target measured in F e was assumed
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to be a class C1 (smooth) function as

νt ¼ 40 sin ð0:5tÞ 40 0½ �T m=s: ð115Þ
8.3.2. Step maneuver
The target is considered to move with an unknown constant velocity parallel to the x- or the y-

axis of F e with aperiodic switching as shown in Fig. 5(b) to represent an adversary navigating an
urban environment. The velocity νtðtÞ can be written as

νt ¼
740 0 0½ �T m=s; tir totiþ1;

0 740 0½ �T m=s; tiþ1r totiþ2

(
ð116Þ

where tiAR denote the time instances when the direction of motion of the target changes, and
i¼ 1; 3; 5;… . In Eq. (116), the velocity νtðtÞ is a piecewise smooth function with a jump
discontinuity at ti.

8.3.3. Stop-and-go maneuver
The target is considered to undergo a stop-and-go motion as shown in Fig. 5(c) where the

unknown time-varying velocity νtðtÞ of the target is given by

νt ¼
40 sin ð0:5tÞ 40 0½ �T m=s; tir totiþ1

0 0 0½ �T m=s; tiþ1r totiþ2:

(
ð117Þ

The considered stop-and-go motion is piecewise smooth and discontinuous with a
jump discontinuity. The discontinuity occurs at random start and stop points at times
ti; 8 i¼ 1; 2;… .
The simulation results described in this section assume that the image measurements (pixel

coordinates) of the missile, target, and reference object, pm(t), pt(t), po(t), respectively, are
affected by an additive white Gaussian noise of standard deviation 0.1 pixels. The mathe-
matical models for the missile linear velocity, camera velocity, and target maneuvers given in
Eqs. (106), (109), (110), (112), (113) and (115)–(117) are used to generate the plant model
only; they are not used in the guidance law. Also, the pose of the missile, camera, target, and
reference object given in Eqs. (105), (107), (108), (111) and (114) are not available to the
controller.
Figs. 5–7 show the results of the developed vision-based navigation and control approach

using the guidance objectives defined in Section 5 for target undergoing evasive maneuvers,
stop-and-go maneuvers, and step maneuvers, respectively. The Euclidean trajectories of the
missile (Fm), cameras (Im and I t), and target are shown in Figs. 5–7 along with the details at
impact. To compare the performance of different guidance laws, Fig. 8 shows missile trajectories
in the xy-plane. In Fig. 8, pursuit guidance exhibits the well-known tail-chasing behavior,
proportional guidance without the knowledge of the target acceleration (i.e., no APNG) results in
excessive missile maneuvers, whereas hybrid guidance is observed to perform well in the
presence of a maneuvering target. Hybrid guidance has limitation in non-maneuvering target
scenarios (e.g., target moving in a straight line) as increased missile maneuvers will be required
to maintain constant LOS in the missile body frame. In such cases, the presented vision-based
navigation and control approach can be used with pursuit guidance or proportional navigation.
The plot of the regulation error e(t) for continuous target maneuvers is shown in Fig. 9. It is to be



Fig. 6. Euclidean plots showing missile, target, and camera trajectories for (A) pursuit guidance, (B) proportional navigation,
and (C) hybrid guidance, where the target is performing piecewise continuous stop-and-go maneuvers. The details

of the target motion along with the missile trajectory at impact are shown in (D), (E) and (F) for the respective guidance
laws.
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noted that the target pixel coordinates are measured in the virtual camera I v for pursuit and
hybrid guidance and I 0

v for proportional navigation. The error e(t) remains bounded during the
closed-loop operation of the system, and since the virtual camera is assumed to be at the origin of
Fm, the error becomes large at the impact as zt(t) (or z0tðtÞ) goes to zero. In practice, the virtual
camera frame will be defined by taking into account the size of the ballistic (refer to Remark 2).
The robust feedback element in the control structure compensates for the nonlinear disturbance
and hence, no perturbation other than due to image noise in e(t) can be observed during
1:2 sr tr1:8 s. Fig. 10 shows LOS vectors for the different guidance laws. It can be observed
in Fig. 10(a) that in pursuit guidance the LOS vector is regulated to coincide with the optical axis
of the virtual camera (i.e., along the longitudinal or z-axis of the missile frame Fm), while for
hybrid guidance the LOS vector remains constant in Fm. For proportional navigation, the LOS



Fig. 7. Euclidean plots showing missile, target, and camera trajectories for (A) pursuit guidance, (B) proportional
navigation, and (C) hybrid guidance, where the target is performing piecewise continuous step maneuvers. The details of
the target motion along with the missile trajectory at impact are shown in (D), (E) and (F) for the respective
guidance laws.
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vector remains constant in I 0
v (i.e., parallel to the initial LOS in the ESF frame F e) as shown in

Fig. 10(b). The average miss distance and time to intercept the target for pursuit guidance,
proportional navigation, and hybrid guidance based on 100 Monte Carlo trials are given in
Table 2. The proposed vision-based navigation and control strategy using distributed off-board
sensing achieves target interception with a reasonable miss distance ðo1 mÞ.
9. Conclusions

The framework for vision-based navigation and control of a sensorless missile is presented.
Off-board vision sensors employing the daisy-chaining methodology solve the three-dimensional



Fig. 8. Missile, target, and camera trajectories in the xy-plane of F e for the target moving with (A) evasive maneuvers,
(B) stop-and-go maneuvers, and (C) step maneuvers.
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Euclidean reconstruction problem to obtain the unknown time-varying target position. To
account for the unknown target maneuvers and the lack of on-board sensing, the target dynamics
are expressed in a virtual camera attached to the missile. Apart from formulating pursuit guidance
and parallel navigation in vision-based framework, we introduced a hybrid guidance law that is
shown to perform well in intercepting a maneuvering target. A unified visual servo controller is
developed for pursuit guidance, proportional navigation, and the proposed hybrid guidance by
appropriately defining the control objective.

There are several avenues of future work. One is to relax the assumption of known geometric
length on the missile by developing a nonlinear observer by considering known velocity of the
camera Im. Available communication bandwidth plays an important role in the stability of
networked control systems. Another exciting avenue is to analyze the effect of communication
bandwidth on the miss distance and develop a stabilizing missile guidance law in the presence of
bandwidth limitations.



Fig. 10. (A) LOS vectors in pursuit guidance and hybrid guidance (i.e., m̂ðtÞ 8 t expressed in I v or Fm) shown in dotted
blue lines and solid red line, respectively. (B) LOS vectors in proportional navigation (i.e., m̂ 0ðtÞ 8 t expressed in I 0

v,
which has the same orientation as F e) shown in solid red line. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this paper.)
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v for proportional navigation when the target undergoes continuous evasive
maneuvers.
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Table 2
Expected miss distance and time to intercept the target based on 100 Monte Carlo trials.

Maneuver Pursuit guidance Proportional navigation Hybrid guidance

Miss distance (m) Time (s) Miss distance (m) Time (s) Miss distance (m) Time (s)

Evasive 1.2932 11.11 1.7880 11.28 0.8438 10.94
Stop-and-go 1.2405 10.92 1.8414 11.27 0.4034 10.79
Step 1.1518 10.01 2.2151 10.48 0.8502 10.12
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